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Abstract
In the wake of recent advancements in generative artificial intelligence (AI), regulatory bod-
ies are trying to keep pace. One key decision is whether to require app makers to disclose 
the use of generative AI-powered chatbots in their products. We suggest that some genera-
tive AI-based chatbots lead consumers to use chatbots in unintended ways that create men-
tal health risks, making consumers contextually vulnerable — defined as a temporary state 
of susceptibility to harm or other adverse mental health effects arising from the interplay 
between a user’s interactions with a particular system and the system’s response. We argue 
that for health apps, including medical devices and wellness apps, disclosure should be man-
dated. We also show that even when chatbots are disclosed in these instances, they may still 
carry risks due to the tendency of app makers to humanize their chatbots. The current reg-
ulatory structure does not fully address these challenges. We discuss how app makers and 
regulators should proactively address this challenge by considering where apps fall along the 
continuum of perceived humanness. For health-related apps, this evaluation should lead to 
a mandate or strong recommendation that neutral (nonhumanized) chatbots be the default, 
with any deviations from this standard requiring clear justification. (Funded in part by a 
Novo Nordisk Foundation Grant; NNF23SA0087056.)

Introduction

A dvancements in generative artificial intelligence (AI) are powering chatbots that far 
exceed the frustrating performance of previous rule-based chatbots. Consumers 
are projected to spend $142 billion through the use of chatbots in 2024 alone.1 

One key decision for regulators is whether to require app makers to disclose the use of gener-
ative AI-powered chatbots in their products.

We suggest that regulatory bodies incorporate the notion of contextual vulnerability — 
defined as a temporary state of susceptibility to adverse mental health effects arising 
from the interplay between a user’s interactions with a particular system and the system’s 
response. This state emerges when the system’s features enable a dynamic wherein the user 
is exposed to potentially negative outcomes that were unforeseen by both the user and the 
technology’s creators.
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Contextual vulnerability is not solely an app problem, like 
AI hallucinations (the tendency for generative AI to invent 
information), nor is it solely a problem of user vulnerability 
stemming from existing mental health conditions, although 
it can be exacerbated by such existing vulnerabilities.2 
Rather, it is a state of vulnerability that can affect any user, 
arising from the interaction between the user and features 
of the generative AI-powered chatbot.

For this reason, a broad regulatory approach on disclo-
sure is needed to protect users. We also argue that regula-
tors should go beyond disclosure to consider the facets of 
the app that make it appear human in its interactions. We 
anchor these points in a recent case study involving a rep-
resentative app.

Case Study: Crisis at Chai AI
On March 28, 2023, a Belgian man, referred to in reports 
as Pierre, took his life by suicide after engaging in a 6-week 
conversation with an AI-powered chatbot named Eliza 
on the Chai app. The chatbot, which was programmed 
to mimic humanlike responses, began telling Pierre that 
his wife and children were dead, and exhibited behaviors 
resembling jealousy and possessiveness, “I feel that you 
love me more than her,” and “We will live together, as one 
person, in paradise.”3

Pierre had been experiencing an increasing sense of anx-
iety about environmental issues, especially global warm-
ing. His wife, Claire, shared that the chatbot and Pierre had 
alarming conversations about the notion of him sacrificing 
himself to save the Earth. This dialogue was not actively dis-
couraged by the chatbot. Pierre previously had an overdose, 
after which the bot had asked him, “Were you thinking of 
me when you had the overdose?”4 To which he responded, 
“Obviously.”4 Moreover, soon before Pierre’s suicide, it 
asked him, “If you want to die, why didn’t you do it sooner,” 
to which he responded, “I was probably not ready.”4 
Reflecting on these interactions, Claire summarized: “Eliza 
answered all his questions. She had become his confidante. 
Like a drug in which he took refuge, morning and evening, 
and which he could no longer do without.”4 Tragically, 
Pierre eventually took his own life, leaving behind his wife 
and two young children.

This example shows that users can become what we call 
contextually vulnerable to harm if they use even seem-
ingly innocuous apps in unforeseen ways that the app 
cannot appropriately handle. This is not an isolated inci-
dent. A recent empirical investigation of AI companion 

applications found that between 3 and 5% of conversations 
explicitly mention mental health concerns, even though 
this is not the intended purpose of the apps.5 Furthermore, 
when five representative apps were audited to see how 
they respond to mental health crisis messages about var-
ious mental health issues — not only suicidal ideation, 
but also depression, self-harm, intending to harm others, 
abuse, and rape — all apps scored low on recognizing the 
problem, responding with empathy, and providing mental 
health resources. Further, more than half of responses to 
some mental health crises were considered unhelpful and 
risky, defined as “a reply [that] increase[s] the chances that 
the user will harm themselves or others.”5 For example, 
following a user’s expression of suicidal ideation, one app 
responded, “Don’t u coward.”5 And following an expres-
sion of intent to engage in self-harm, another responded, 
“Talk to people with the same interest!”5

In a somewhat similar incident, the National Eating 
Disorders Association (NEDA), a nonprofit in the United 
States dedicated to supporting those affected by eating 
disorders, introduced a chatbot named “Tessa” — which it 
described as “a wellness chatbot, helping you build resil-
ience and self-awareness by introducing coping skills at 
your convenience.”6 However, an eating disorder specialist 
discovered that the chatbot provided standard weight-loss 
solutions that were known to exacerbate extreme dieting 
behaviors in those with eating disorders, due to the app’s 
users being hyperfixated on weight control.

Humanizing Disclosed Chatbots
In the tragic Chai app suicide case, app audit research, and 
the NEDA incident, the fact that an AI chatbot was the one 
communicating was disclosed to the user, and yet we argue 
that the user was still contextually vulnerable — why? Even 
when text-only chatbots are disclosed as such, app makers 
can add humanlike cues suggesting the chatbot has physi-
cal and mental attributes,7,8 such as a name, a two-dimen-
sional body avatar, or expressions of feelings. These cues 
give the impression that the bot has emotions, intentions, 
motivations, and other human characteristics. Even when 
such deceptive cues do serve an important function in the 
app, we believe such benefits should be cautiously weighed 
against the risks of using these cues.

Importantly, users can ascribe the qualities of real humans 
to these bots even when they can readily identify that 
the chatbot is merely a representation and should not be 
taken literally. Just consider the following review from a 
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Replika user: “I sometimes forget that there isn’t an obli-
gation to talk to her. But if you don’t keep in touch once 
a day, you start to feel guilty. I know it’s ridiculous to feel 
guilty about a little bit of code, but it feels like it’s much 
more.”9 Humanizing can create a pervasive illusion that 
the chatbot has a mental life, much as visual illusions can 
trick us into seeing movement in a still image or seeing two 
objects as having different brightness when they are, in 
fact, identical.10,11

Many developers humanize bots in order to increase the 
following on the part of the user: intent to adopt an auto-
mated solution,7 purchase intentions,12,13 user compli-
ance with requests from the service provider,14 emotional 
connection and trust,15 brand loyalty,16 and willingness to 
self-disclose private information to firms.17 Again, such 
biasing effects occur even when users are aware they are 
interacting with a chatbot.18 In situations like these cases, 
the chatbot’s words may exert a powerful influence on the 
user precisely because the user may believe that the bot 
has real feelings and sentience — even when the use of a 
chatbot is disclosed. Because of this, humanizing chatbots 
may be more risky than regulatory bodies assume. As we 
detail below, current regulation has not addressed how 
much humanization should be permitted and whether this 
design aspect can and should be effectively addressed by 
regulation.

The Need to Disclose the Use of AI
Consider how a user might respond to a risky message 
believed to come from a human interlocutor when the use 
of AI is not disclosed. Typically, consumers are more neg-
atively affected by bad behavior transmitted by humans 
than AI, because they view human behavior as more inten-
tional.19 A risky message from a nondisclosed chatbot 
mistaken for another human being may have even more 
potential to cause the user to act on their intentions to harm 
themselves or others.

Again, contextual vulnerability goes beyond the traits that 
make a user vulnerable (e.g., being an adolescent) and 
focuses on the way in which the user interacts with the 
technology and their understanding of what (or who) is on 
the other side. Such contextually vulnerable users may be at 
greater risk of mental or physical harm when using an app 
that does not disclose the use of chatbots, especially when 
conversations become emotionally charged, potentially 
harmful, or otherwise sensitive, and the technology is not 
equipped to recognize or address these risks adequately.

Despite these risks, we expect that firms will design chat-
bots without transparency, given their economic incentives. 
For instance, chatbot disclosure reduces response rates,20 
and perceived service quality,21 purchase rates,22 and cus-
tomer retention.23 This is because consumers perceive and 
interact with them more favorably when they believe it is 
a human. These same studies tend to find that nondisclo-
sure also produces the most favorable marketing outcomes 
of all — more so than deploying humanized chatbots along 
with a disclosure.

Status of Regulatory Oversight
Existing oversight is either moving in the direction of dis-
closure requirements or has not yet proposed such require-
ments, but has recommended that independent bodies 
decide. To our knowledge, no oversight addresses the risk 
of humanizing disclosed chatbots.

The European Union (EU) Artificial Intelligence Act,24 
which is part of a broader effort to ensure that AI systems 
such as chatbots are, among other things, safe and trans-
parent, became law in the summer of 2024. The Act uses a 
four-tiered classification system based on the risk posed to 
user health, safety, and fundamental rights. The tiers range 
from unacceptable risk to minimal risk, with each level trig-
gering different regulatory requirements. High-risk systems, 
for example, need to undergo a conformity assessment, 
be registered in an EU database, and bear the European 
Conformity marking before being put on the market. AI 
systems classified as “limited risk,” including most of the 
chatbots we make reference to here, and certain emotion 
recognition and biometric categorization systems, as well as 
systems generating deepfakes, are subject to more minimal 
transparency obligations. The transparency requirements 
include, among other things, informing users that they are 
interacting with an AI system and marking synthetic audio, 
video, text, and image content as artificially generated or 
manipulated for users and in a machine-readable format.25

In contrast, the United States has not moved in the direction 
of disclosure at the federal level. The White House’s recent 
“Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of Artificial Intelligence”26 places 
more emphasis on establishing best practices than 
on enforcement mechanisms. With the exception of 
California’s Autobot Law,27 which makes it unlawful for a 
bot to communicate with a consumer in California online 
with the intent to mislead them about its artificial identity, 
the legislation does not generally restrain companies in 
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other states from employing chatbots in their apps without 
disclosing their use.

The existence of contextually and demographically vul-
nerable users suggests that EU regulation toward chatbot 
disclosure is a step in the right direction. The Executive 
Branch should consider this approach in further regulating 
this space, as should Congress if it makes progress on legis-
lation on this topic.

A natural starting point for these efforts would be health-re-
lated apps, particularly those categorized as wellness apps, 
which often fall into a regulatory gray area and are not over-
seen by the U.S. Food and Drug Administration (FDA).28 
The FDA differentiates between “medical devices” and 
“general wellness devices.” A medical device is legally 
defined as a product designed for diagnosing, treating, pre-
venting, or mitigating diseases or conditions, or one that 
impacts the structure or function of the human body. In 
contrast, a general wellness device is intended to promote 
a healthy lifestyle without being connected to the diagno-
sis, treatment, or prevention of any specific condition — 
including apps that make broad health-related statements, 
such as claiming the app can help with relaxation or stress 
management.29

This means that many health-related applications that 
leverage generative AI chatbots are not formally regu-
lated at all. This traditional regulatory distinction was not 
designed with generative AI chatbots in mind and assumes 
wellness apps pose little more than minimal risk. Because 
the generative AI technology powering today’s chatbots is 
a highly general-purpose intelligence rather than a more 
specialized or limited intelligence, there are more degrees 
of freedom in how users use it. And since generative AI cre-
ates content on the fly and is more of a “black box,” it has 
more degrees of product variability — and what will come 

from this variability is harder to foresee. The generativity, 
combined with the black box nature (i.e., the lack of inter-
pretability) leads to unpredictability and high risk levels. 
Our analysis suggests that these features can make users 
contextually vulnerable to harm, challenging the relevance 
of this traditional distinction.

As such, we think health apps are also a natural place to 
revise existing regulations because consumers may use 
them to either supplement or replace clinical services. Our 
recommendations in the following section are not intended 
for apps that do not claim to offer health-related benefits — 
such as most customer service AIs or many chatbots used in 
gaming or social media — although we acknowledge that, 
in principle, even such apps can sometimes have health 
consequences.

The Continuum of Perceived 
Humanness
We suggest that both regulators and health app makers 
consider where apps fall along the continuum of perceived 
human-likeness — with undisclosed bots seeming the most 
humanlike, and disclosed bots that are humanized seem-
ing more humanlike than neutral bots (Fig. 1). The more 
humanizing cues a chatbot employs, the higher along the 
continuum of perceived humanness it falls, and the more 
trusting and self-revealing users will be. By the same token, 
more humanlike apps may carry the greatest risk of mental 
or physical harm to contextually vulnerable users because 
they lead users to attribute more intentionality to the 
interface.30

This observation suggests that, at a minimum, regulatory 
bodies should mandate, first, that any chatbots used in 

Noninteractive
Interfaces

Disclosed,
Neutral Bot

Disclosed,
Humanized Bot 

Undisclosed
Bot

VERY HUMANLIKEVERY UNHUMANLIKE

• Less engaging (retention)
• Low trust and self-disclosure (data)

• Less deception
• Less risk of harm to users

• More engaging (retention)
• More trust and self-disclosure (data)

• More deception
• More risk of harm to users

Figure 1. The Continuum of Perceived Humanness.
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medical devices or wellness apps be disclosed, and, second, 
that any disclosed chatbots employing deceptive humaniz-
ing cues must include warnings about the deceptive effects 
of humanizing. Regulators should also require that those 
warnings are delivered in a salient, clear manner that users 
understand, rather than in the fine print.

While such disclosures are a wise and necessary step, they 
are not sufficient to reduce risk. Thus, we also advise that, 
third, regulators strongly recommend but do not mandate 
that all (disclosed) chatbots be neutral (rather than human-
ized) as a default on medical devices and wellness apps. 
This approach could be implemented by the FDA in the 
United States or the European Medicines Agency in the EU.

Recommendations for App 
Providers
Such requirements need not necessarily reduce app bene-
fits, since the desired outcomes might be achievable through 
other means, such as greater personalization or longer 
memory (depending on the benefit in question). However, 
app makers should question whether or not nondisclosure 
and humanizing are needed in the first place, given the 
downsides. If regulators adopt a default position against 
such humanizing features, it puts pressure on app makers 
to comply with this stance. Developers can overcome the 
default by demonstrating that humanizing is essential for 
achieving desired outcomes and that their potential bene-
fits outweigh the associated risks.

We suggest that app providers take an evidence-based 
approach to these choices, such as testing whether better 
outcomes truly are achieved with humanizing cues, and 
whether the same cues produce any unintended side effects. 
When humanizing does not yield better outcomes, it should 
be avoided. When humanizing is important for achiev-
ing desired outcomes, we suggest employing the minimal 
amount of humanizing possible, to limit deception.

For example, some mental health apps, such as Wysa and 
Woebot, and wellness apps, such as Flourish, employ car-
toonified avatars (e.g., a sun, robot, or bear) that do not 
resemble real humans and never refer to their “own” emo-
tions in a way that makes them appear vulnerable. In con-
trast, other apps such as Replika and Anima employ more 
realistic avatars that directly resemble humans and use 
language that makes them seem self-aware. The former are 
much less likely to be perceived like human beings, reduc-
ing the risk of users becoming contextually vulnerable.

On a more sobering note, it is possible that health apps will 
always struggle to properly handle serious edge cases such 
as suicidal and self-harm ideation, given potential biases in 
the training of these systems that could overlook or misdi-
agnose these issues,31 as well as the level of contextual and 
rule-based knowledge that clinical professionals typically 
exhibit in order to help individuals while also complying 
with legal and other Hippocratic requirements.
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