
R E V I EW

Reducing prejudice with counter-stereotypical AI

Erik Hermann1 | Julian De Freitas2 | Stefano Puntoni3

1ESCP Business School, Berlin, Germany

2Harvard Business School, Harvard University,

Boston, Massachusetts, USA

3Wharton School of Business, University of

Pennsylvania, Philadelphia, Pennsylvania, USA

Correspondence

Erik Hermann, ESCP Business School,

Heubnerweg 8-10, 14093 Berlin, Germany.

Email: ehermann@escp.eu

Abstract

Based on a review of relevant literature, we propose that the proliferation of AI with

human-like and social features presents an unprecedented opportunity to address

the underlying cognitive and affective drivers of prejudice. An approach informed by

the psychology of intergroup contact and prejudice reduction is necessary because

current AI systems often reinforce or avoid prejudices. Against this backdrop, we

outline unique opportunities for prejudice reduction through ‘synthetic’ intergroup
contact, wherein consumers interact with AI products and services that counter ste-

reotypes and serve as a ‘proxy’ members of the outgroup (i.e., counter-stereotypical

AI). In contrast to human-human contact, humanizing and socializing AI can reduce

prejudice through more repeated, direct, unavoidable, private, non-judgmental, col-

laborative, and need-satisfying contact. We illustrate the potential of synthetic inter-

group contact with counter-stereotypical AI using examples of gender stereotypes

and hate speech and discuss practical considerations for implementing counter-

stereotypical AI without inadvertently perpetuating or reinforcing prejudice.
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1 | INTRODUCTION

There have been various calls in both the private and public sectors to

improve the representation of diverse groups, and principles of diver-

sity, equity, and inclusion have become hot-button topics (Bernstein

et al., 2020; Kipnis et al., 2021; Park et al., 2023). Yet, the fact remains

that on many key metrics (e.g., the share of minorities in management)

society has seen little progress (Kraus et al., 2022; Torrez et al., 2024).

One plausible hypothesis is that many of the espoused interventions

that tell people what biases they have and must fix, as in so-called

“diversity training” or “anti-bias training”, simply do not work on their

own and often backfire, for instance, by making attendees more

defensive and reinforcing any biases they might have (Dobbin &

Kalev, 2018; Paluck et al., 2021). Even when such training has a posi-

tive effect, these effects are often small, short-lasting, and do not

translate into organizational change (Chang et al., 2019; Dobbin &

Kalev, 2018; Paluck et al., 2021). While such training is premised on

the assumption that one can reduce prejudice through an hour, week,

or month of short-term educational interventions, the reality is that

prejudice is caused by stereotypes that become ingrained through

years of cultural and media exposure to stereotyped portrayals of

social groups. Reducing prejudice therefore requires revising stereo-

types and affective reactions to outgroups through prolonged, sub-

stantial exposure to counter-stereotypical instances.

The proliferation of AI with human-like features within the fabric

of daily life provides an unprecedented opportunity to satisfy these

requirements and revise the underlying cognitive and affective drivers

of social prejudice, because of AI’s unique features. However, realizing

this potential requires an approach informed by the psychology of

intergroup contact and prejudice reduction. To wit, current AI devices,

applications, and other systems tend to either ‘reinforce’ or ‘avoid’
prejudices. For instance, intelligent personal assistants like Amazon’s

Alexa or Apple’s Siri often act as subservient synthetic females receiv-

ing and obeying orders (Martin & Mason, 2023), thereby ‘reinforcing’
gender-stereotypical social subordination (Fortunati et al., 2022). As

another example, generative AI platforms regularly deal with hate
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speech directed against members of different social groups with strict

censorship (Cobbe, 2021; Hangartner et al., 2021), thereby ‘avoiding’
rather than addressing the prejudices that underlie hate speech.

Against this backdrop, we review relevant literature to lay out

unique opportunities for prejudice reduction through ‘synthetic inter-

group contact’—in which consumers’ interactions with an AI that

counters stereotypes lead to stereotype reduction by serving as a

‘proxy’ member of the outgroup—and we focus on those areas where

AI is likely to provide more potent effects than the status quo of con-

tact with human members of stereotyped groups. First, we illustrate

consumers’ differential responses to AI and the phenomena of

‘humanizing’ and ‘socializing’ AI products and service. Second, we

review how these phenomena enable these systems to serve as

counter-stereotypes for reducing prejudice and provide concrete

examples of gendered AI and hate speech moderation. Third, we pro-

pose that AI can be a potent means of ‘synthetic’ intergroup contact,

given that consumers’ contact with AI can be more (i) repeated,

(ii) direct, (iii) unavoidable, (iv) private, (v) non-judgmental,

(vi) collaborative, and (vii) need-satisfying than contact with human

outgroup members. Fourth, and finally, we point out how to imple-

ment counter-stereotypical AI to accomplish intended societal effects

without inadvertently perpetuating prejudices.

2 | AI, CONSUMERS, AND SYNTHETIC
‘ INTERGROUP ’ CONTACT

AI has become ubiquitous in our lives. Interactions with AI can be reg-

ular, frequent, diverse, intensive, and relational in nature (De Freitas

et al., 2024; Martin & Mason, 2023; Uysal et al., 2022) and occur in

private, social, and professional contexts, wherein AI can take on vari-

ous instantiations. These include intelligent personal assistants

(Amazon’s Alexa, Apple’s Siri), service chatbots (Bank of America’s

Erica, Lemonade’s Maya), personal productivity tools (OpenAI’s

ChatGPT, Google’s Gemini), smart products (e.g., fitness trackers,

smart home devices), companion AIs (Replika, Anima), AI tutors

(Georgia Tech’s AskJill, Kahn Academy’s Kahnmigo), and more

(e.g., financial robo advisors).

For the most part, consumer research on AI offerings has focused

on negative and positive psychological responses to the technology.

Prior research has shown that consumers are often reluctant to use AI

or reject its advice altogether (i.e., “algorithm aversion;”; De Freitas

et al., 2023; Dietvorst et al., 2015). The reasons for this aversion are

manifold and include but are not limited to consumers’ perception of

AI as less authentic and moral (Bigman & Gray, 2018; Dietvorst &

Bartels, 2022; Giroux et al., 2022; Jago, 2019; Jago et al., 2022),

neglecting their unique needs (Longoni et al., 2019), not learning from

mistakes (Reich et al., 2023), being less capable than humans at the

same tasks (Agarwal et al., 2024), and is viewed as not a member of

the same species as humans (De Freitas et al., 2023).

Conversely, consumers tend to react more positively to AI in cer-

tain circumstances, such as when they are provided control and over-

sight (Dietvorst et al., 2018; Longoni & Cian, 2022) or with

explanations of AI functioning (Berger et al., 2021; Cadario

et al., 2021; Chen et al., 2023; Clegg et al., 2023), and when it is

anthropomorphized (Blut et al., 2021; Castelo et al., 2019) or socially

present (i.e., consumers perceive a sense of being with another being;

Flavián et al., 2024). Consumers also respond more favorably toward

AI when the task is objective (vs. subjective; Castelo et al., 2019),

when their needs are certain (Zhu et al., 2022), when they feel less

judged than by humans (Duani et al., 2024), and when offers are

worse than expected (Garvey et al., 2023). Besides, more positive con-

sumer responses have been found in embarrassing service encounters

(Holthöwer & van Doorn, 2022; Pitardi et al., 2022), in utilitarian

(vs. hedonic) contexts (Longoni & Cian, 2022; Wien & Peluso, 2021),

and for search (vs. experience) products (Xie et al., 2022).

Yet, for our purposes, two trends are notable from this prior

work. First, AI products and services are ‘humanized,’ that is,

equipped with human characteristics like voice, names, physical

appearances, or simulated emotions and mental states (Blut

et al., 2021). These humanlike features turn human-technology inter-

actions into human-human-like interactions, elicit social responses

from users, and shape intergroup relations and attitudes (Jackson

et al., 2020; Nass et al., 1994; Nass & Moon, 2000). For instance,

interactions with AI-based conversational interfaces like chatbots,

intelligent personal assistants, or robo-advisors can mimic the form of

human-to-human conversations (Bergner et al., 2023; Hildebrand &

Bergner, 2021). Due to reciprocal communication and repeated, con-

versations with increasingly sophisticated technology, consumers can

have social experiences with AI systems (Pantano & Scarpi, 2022;

Puntoni et al., 2021) and even form emotional connections with them

(De Freitas et al., 2024; Yu & Fan, 2024).

Second, AI is ‘socialized.’ That is, AI can employ markers that

evoke social group categories (Davis et al., 2023; Martin &

Mason, 2023; Yi & Turner, 2024). Because the tendency to stereotype

is so pervasive and ubiquitous in humans, AIs that employ social fea-

tures can serve as ‘proxy members’ of human social groups. For

example, to evoke gender-stereotypical perceptions of AI, it suffices

to employ simple cues such as colors (pink vs. blue), female/male

voices or names, or physical appearances like long versus short hair

(Ahn et al., 2022; Lee et al., 2024). These cues of AI mean that interac-

tions with AI may also trigger intergroup social perceptions and cogni-

tions like prejudices. In this way, AI can serve as a means of

‘synthetic’ intergroup contact.

3 | THE OPPORTUNITY: COUNTER-
STEREOTYPICAL AI

Given the phenomenon of synthetic intergroup contact, here we focus

on the opportunity for ‘counter-stereotypical AI’, which we define as

AI design and deployment that embodies characteristics, roles, or deci-

sions that diverge from societal stereotypes associated with certain

groups—for instance, a male virtual assistant programmed to express

warmth and empathy, or a member of a racial or ethnic minority

designed to be a competent virtual real estate agent. A key contention
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of our work is that by presenting attributes, behaviors, or outcomes

that counter common stereotypes, these AI systems have the potential

to intervene in the psychological processes underlying stereotypical

associations, thereby promoting long-lasting prejudice reduction.

Given the ubiquity and pervasiveness of stereotypical cognition

(Fiske et al., 2007; Martin & Slepian, 2021), we expect that consumers

are likely to readily recognize counter-stereotypical instances.

Stereotype-disconfirming attributes are likely to be particularly salient

when they occur in domains where an existing stereotype applies

more strongly (Dasgupta & Asgari, 2004). For instance, the category

of education services elicits more competence associations than does

the category of care work, such that the existence of an AI math tutor

with a Black personality is more likely to be perceived as counter-

stereotypical. Before we shed light on the AI-unique opportunities for

prejudice reduction, we briefly illustrate the psychological processes

underlying prejudice reduction and how they would be implicated in

the concrete examples of gendered AI and hate speech moderation.

3.1 | Prejudices and intergroup contact

Prejudices are negative biases toward a social category of people

(Paluck & Green, 2009) that consist of both cognitive and affective

dimensions. The cognitive dimension involves beliefs about the charac-

teristics, attributes, and behaviors of members of certain groups that are

likely to have negative connotations when they relate to outgroup mem-

bers (i.e., stereotypes; Hilton & von Hippel, 1996). The affective dimen-

sion involves anticipated emotions when interacting with outgroup

members as well as feelings of positivity or negativity toward them

(i.e., favourability; Tropp & Pettigrew, 2005). One of the most effective

approaches for prejudice reduction is intergroup contact: the actual or

symbolic interaction between representatives of different social groups

(Intergroup Contact Theory; Allport, 1954). Positive contact effects

occur across many cultures and social groups, which can either be

directly involved in the intergroup encounter or not (Pettigrew, 2009;

Pettigrew & Tropp, 2006). Examples of indirect contact include extended

contact (knowing that other members of your ingroup have relationships

with outgroup members), imagined contact (mentally simulating positive

intergroup interactions), parasocial contact (being exposed to media

information and portrayals about outgroup members), and virtual contact

via computer-enabled communication (Dovidio et al., 2017; Hodson

et al., 2018). Intergroup contact reduces prejudice by intervening on the

cognitive and affective processes underlying prejudice (Crisp &

Turner, 2011; Dovidio et al., 2017; Pettigrew & Tropp, 2008).

3.2 | Cognitive processes underlying prejudice
reduction

Consumers are likely to perceive counter-stereotypical AI products

and service encounters as surprising, unfamiliar, and incongruent con-

junction of social categories (Hutter et al., 2009; Hutter &

Crisp, 2005; Kunda et al., 1990). Incongruent combinations of social

categories (e.g., a highly competent black tutor, or dark-skinned immi-

gration avatar deployed on behalf of the U.S. government) challenge

stereotypical expectations (e.g., that black people cannot be educa-

tors, or that Mexican immigrants are not ideal U.S. citizens), contra-

dicting prevailing negative stereotypes stored in memory (Crisp &

Turner, 2011; Hutter & Crisp, 2005). If consumers are unable to make

sense of the incongruent conjunction by retrieving stored information

from memory, they may resolve the inconsistency by generating new,

emergent attributes (Hutter et al., 2009; Hutter & Crisp, 2005; Kunda

et al., 1990). This process is termed recategorization. In this way, con-

sumers exposed to counter-stereotypical AI may begin to rely less on

their initial stereotypes when thinking about and judging members of

certain groups (Hutter & Crisp, 2005) and attach less significance to

these initial categories (Howe & Krosnik, 2017).

In the long run, as consumers are repeatedly exposed to and

interact with counter-stereotypical AI, they likewise repeatedly

engage in the cognitive process of inconsistency resolution and come

to spontaneously inhibit stereotype-based knowledge in favor of

more structured, nuanced ways of (re-)categorizing others that run

counter to these simpler stereotypes (Crisp & Turner, 2011). In the

ideal case, the more nuanced, counter-stereotypical way of represent-

ing others eventually supplants the stereotypical way of doing so. For

example, existing research finds that long-term exposure to women in

counter-stereotypical roles like leadership positions reduces gender

stereotypes (Dasgupta & Asgari, 2004; Lawson et al., 2022). Similarly,

we suggest that frequent synthetic contact with counter-stereotypical

AI gradually attenuates stereotypes by both weakening the strength

of these stereotypes and changing their content. That is, counter-

stereotypical AI can induce a cognitive shift from psychologically

representing certain group members in a heuristic way based on ste-

reotypical information stored in memory (e.g., race or gender stereo-

types; Brough et al., 2024), toward representing them in a more

nuanced, critical, accurate manner (Crisp & Turner, 2011; Hutter

et al., 2009; Hutter & Crisp, 2005).

3.2.1 | Example: gendered AI

As a concrete example of how the cognitive route leads to stereotype

reduction, consider the use of gendered intelligent personal assistants.

“Alexa, play some music.” “Alexa, show my calendar.” “Alexa, set the
alarm for 7 a.m.” These are examples of everyday commands that users

give Amazon’s artificially intelligent (voice-based) personal assistant.

Intelligent personal assistants such as Alexa, Apple’s Siri, or Microsoft’s

Cortana tend to have names, voices, morphology, personae, and other

features associated with the female gender, as do many other AI-driven

applications, including chatbots, robot receptionists/concierges, service

kiosks, and more. While female gendering can increase consumers’

attachment, usage intentions, and perceived humanness of the AI (Blut

et al., 2021; Borau et al., 2021; Martin & Mason, 2023), interactions

with AI-driven technology often take the form of commander-servant

subordination, wherein a subservient synthetic female receives and

obeys orders—the “servile helper” (Martin & Mason, 2023). Thereby,

HERMANN ET AL. 3
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intelligent personal assistants perform stereotypical feminine roles

through “digital domesticity” (Woods, 2018) and reproduce gendered

dimensions of domestic labor (Schiller & McMahon, 2019) and social

subordination (Fortunati et al., 2022). Intelligent personal assistants and

other AI applications such as algorithms delivering gender-biased adver-

tisements and product recommendations; Lambrecht & Tucker, 2019;

Rathee et al., 2023) can thus reify and strengthen harmful gender ste-

reotypes (Borau, 2024; Martin & Mason, 2023; Woods, 2018). In con-

trast, counter-stereotypical AI can help to counter gender stereotypes

by triggering the cognitive recategorization process described above

(see Figure 1).

Counter-stereotypical gendered AI is implemented by combining

the AI’s gender (i.e., female vs. male) with the opposite-gender attri-

bute (i.e., competence vs. warmth): for instance, a female navigation

device that gives assertive commands to users, or a warm male cus-

tomer greeting robot. Consumers are likely to perceive such counter-

stereotypical AI as incongruent conjunctions of social categories that

challenge stereotypical expectations and conflict with stereotyped

knowledge stored in memory. When consumers repeatedly interact

with and engage in the recategorization resolution process,

stereotype-based categories are gradually replaced by counter-

stereotypical representations.

3.3 | Affective processes underlying prejudice
reduction

Synthetic contact can also reduce prejudice through the affective sub-

processes of increasing empathy (Batson et al., 1997; Stephan &

Finlay, 1999; Vanman, 2016) and reducing intergroup anxiety

(Stephan, 2014; Turner et al., 2007; Wölfer et al., 2019). Empathy is a

form of positive affect and refers to the ability to adopt others’ points

of view and experience affective reactions to their observed experi-

ences (Davis, 1994). Intergroup anxiety is a form of negative affect

and relates to anticipated negative psychological, behavioral, or

evaluative consequences for the self-arising from intergroup encoun-

ters (Stephan & Stephan, 1985).

Synthetic contact with counter-stereotypical AI can elicit these

same affective subprocesses, increasing positive affect (i.e., empathy)

and decreasing negative affect (i.e., intergroup anxiety), which in turn

positively influences emotions and favorability toward outgroup mem-

bers. Emotional and empathetic AI—that is, AI that is able to recognize

and understand customers’ emotions, provide emotion management

recommendations, and establish, emotional connections with cus-

tomers (Huang & Rust, 2024)—is increasingly integrated into con-

sumption and service contexts and thus into consumer interactions

with AI (Esmaeilzadeh & Vaezi, 2022; Liu-Thompkins et al., 2022).

Such AIs lead consumers to respond with more effect and empathy

(Nielsen et al., 2022; Pataranutaporn et al., 2023; Yang & Xie, 2024).

Furthermore, research on human-human interactions finds that simply

observing other humans’ empathetic responses increases observers’

own empathy through observational learning (Zhou et al., 2024), sug-

gesting a similar effect could arise when observing empathic

AI. Increased empathy could in turn evoke positive emotions and

favorability toward the social groups with which the AI is associated,

thereby reducing prejudices toward these groups.

Repeated, direct synthetic contact with counter-stereotypical AI

could also mitigate consumers’ anxiety about negative interactions

with outgroup members, as they become increasingly familiar and

comfortable with the outgroup via their interactions with the AI in sit-

uations that do not present significant social risks. Since AI is generally

viewed as being less capable of social judgment than humans

(Holthöwer & van Doorn, 2022; Kim et al., 2022; Pitardi et al., 2022),

interactions with AI provide lower-stakes exposures that allow for

easing the user to the idea of outgroup interactions. Provided the

interactions are positive, consumers may feel understood, connected,

and even empowered (Flavián et al., 2024; Puntoni et al., 2021),

reducing the anxiety they anticipate feeling not just when interacting

with the AI as a social group proxy member but even with human

members of those same groups.

F I GU R E 1 Gender stereotype
reduction through the cognitive route.

4 HERMANN ET AL.
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3.3.1 | Example: hate speech moderation

As an example of how these affective processes can be invoked to

reduce prejudice, consider the example of hate speech, which is “any
kind of communication in speech, writing or behaviour, that attacks or

uses pejorative or discriminatory language with reference to a person

or a group … based on their religion, ethnicity, nationality, race, colour,

descent, gender or other identity factor” (United Nations, 2020). Hate

speech is ubiquitous and increasingly happens online and through social

media conversations (Parker & Ruths, 2023). Hate speech not only has

very adverse emotional, behavioral, and normative consequences for

the victim but can also encourage observers of hate speech to respond

with contempt instead of empathy to outgroups, further perpetuating

hate (Bilewicz & Soral, 2020). Because AI applications like chatbots use

machine learning (ML) to learn from human data, they may inadver-

tently learn hate speech when it is present in the training data, and in

turn enact hate speech toward consumers (Caliskan et al., 2017).

Companies are economically incentivized to avoid hate speech on

their platforms, yet doing so is challenging given the black-box nature

of AI. Because of this, companies have historically taken the “brute
force” approach of censoring and avoiding conversations that may

involve hate speech, for instance, by employing “blacklists” of forbid-

den words (Cobbe, 2021) or words often associated with hate speech

like “Pakistani” or “black women.” Yet, such approaches prioritize cau-

tion over precision, since they also sometimes censor messages that

have nothing to do with hate speech (Cobbe, 2021) including personal

experiences of racism shared by member of marginalized groups (Lee

et al., 2024), and they can thus suppress valuable content (Hangartner

et al., 2021). Another challenge is that what constitutes hate speech

changes over time, meaning that screening mechanisms need to be

constantly monitored for accuracy and adapted to account for new

expressions of hate speech (Parker & Ruths, 2023).

Companies wishing to meaningfully reduce hate speech in society

should not only avoid or suppress it but also provide opportunities for

meaningful synthetic contact. For instance, instead of stonewalling

users who submit stereotypical inputs, large language models can be

finetuned to provide responses that acknowledge nuance and complex-

ity in how to think about group members as well as encourage empathy

and calm anxieties around how the user thinks about these groups

(Solaiman & Dennison, 2021). By inducing empathy and anxiety-related

processes in this targeted way, synthetic contact could lead to prejudice

reduction (Bilewicz et al., 2021; Hangartner et al., 2021). Promisingly,

recent research finds that, when trying to get Twitter users to reduce

or delete racist speech, the most effective interventions are those that

underline the negative emotional consequences for people targeted by

the hate speech, constituting a clear empathy-based intervention

(Hangartner et al., 2021). Similarly, we suggest that inducing empathy in

the context of human-AI interactions—as by having the AI exhibit

empathy or otherwise prompt the user to engage in empathizing—could

be effective at fostering consumer empathy and its social transmission,

thereby reducing prejudices and the hate speech it fuels (Chin

et al., 2020; Pataranutaporn et al., 2023; Zhou et al., 2024). Further-

more, people have the lay belief that empathy is a limited, zero-sum

resource, such that making people believe that empathy is unlimited

increases empathy toward outgroups (Hasson et al., 2022). Since AI has

an infinite capacity for expressing empathy, empathic AI could naturally

foster similar empathy effects. Relatedly, we argue that counter-

stereotypical AI that weakens consumers’ anxiety about the negative

consequences of intergroup contact can have similar effects on hate

speech prevention and associated prejudice reduction.

4 | AI-UNIQUE OPPORTUNITIES FOR
PREJUDICE REDUCTION

Building on several research literatures—including Computers as Social

Actors (Nass et al., 1994; Nass & Moon, 2000), Intergroup Contact The-

ory (Allport, 1954; Dovidio et al., 2017; Pettigrew & Tropp, 2006), and

prejudice reduction (Paluck et al., 2021; Paluck & Green, 2009)—we

propose AI-unique opportunities for prejudice reduction through syn-

thetic contact. Relative to contact with human outgroup members, con-

sumers’ contact with AI products and services can be more (i) repeated,

(ii) direct, (iii) unavoidable, (iv) private, (v) non-judgmental,

(vi) collaborative, and (vii) need-satisfying (see Table 1).

4.1 | More repeated

Intergroup Contact Theory research shows that cross-group friend-

ships have special importance in promoting positive contact effects

and prejudice reduction, as they typically involve repeated contact

T AB L E 1 AI-unique opportunities for prejudice reduction.

AI opportunities Examples

Interaction

type

More

Repeated

Contact with AI takes place more

repeatedly, frequently, and across

more situations.

More

Direct

Contact with AI is direct and personal

(e.g., directly asking for advice or

receiving recommendations).

More

Collaborative

AI can play an equal agentic role in

tasks, cooperatively setting and

pursuing goals in tandem with the

human user.

Interaction

context

More

Unavoidable

Contact with AI is more unavoidable

since it is often the first and standard

option for users to seek advice,

complain, interface with firm services,

etc.

More

Private

Contact with AI takes place in more

private, intimate contexts such as the

home, and when users are alone.

Interaction

appraisal

More

Non-

judgmental

AI is perceived as being more neutral

and less capable of social judgment.

More

Need-

satisfying

AI, being designed for service

provision, is more likely to satisfy

needs (e.g., provide helpful

recommendations, solve customer

service problems, provide educational

content).

HERMANN ET AL. 5
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with the outgroup across an extended period and varied settings

(Pettigrew, 1998). In fact, a meta-analysis on the effect of cross-group

friendships demonstrated that time spent with outgroup friends was

the strongest predictor of prejudice reduction (Davies et al., 2011).

Yet, intergroup contact with outgroup members is usually limited and

often constrained by systems of segregation (Dixon et al., 2005,

2020).

In contrast, consumers’ contact with certain AI, such as intelligent

personal assistants, typically takes place repeatedly, frequently, and

across different contexts, since consumers regularly ask for recom-

mendations, information, and advice (McLean et al., 2021), and AI ser-

vices are typically easily accessible on demand, 24/7.

4.2 | More direct

Meta-analyses of contact effects demonstrate that direct contact

(i.e., face-to-face interactions) with members of outgroups is more

effective at reducing prejudices than are forms of indirect contact

(Lemmer & Wagner, 2015; Pettigrew & Tropp, 2006). Yet, intergroup

contact with outgroup members is typically indirect at best (Dixon

et al., 2005)—for instance, people might be exposed to outgroup

members through social media, where these outgroups may still be

depicted in a stereotyped manner and as segregated from other

groups. While indirect contact can sometimes increase intentions to

engage in direct contact (e.g., by psychologically preparing humans for

direct, face-to-face intergroup contact), these intentions may not nec-

essarily translate into behavior (Ioannou et al., 2018).

Conversely, interactions with AI products and services like intelli-

gent personal assistants and AI companions typically involve direct

contact with the technology, and can even be social (Pantano &

Scarpi, 2022; Puntoni et al., 2021) and emotional in nature (De Freitas

et al., 2024; Yu & Fan, 2024). AI does not just provide opportunities

for more intergroup contact of any kind but of direct contact

specifically.

4.3 | More unavoidable

Positive contact effects are stronger when individuals cannot avoid

contact (aka “no-choice settings;” Pettigrew & Tropp, 2006). How-

ever, contact with outgroup members is often avoidable and avoided,

because people prefer to associate with others who are similar to

themselves, have ‘closed’ social networks and communities, or simply

lack opportunities for contact (Dixon et al., 2005). Avoidance can

enable a downward spiral in which prejudices are reinforced—that is, a

lack of a positive contact experience creates intergroup anxiety, which

in turn reinforces prejudice (Plant & Devine, 2003). Because a lack of

contact means that prejudices are not revised, these prejudices con-

tinue to prevent further contact, increasing uncertainty and anxiety of

intergroup encounters and thereby reinforcing prejudices in turn

(Binder et al., 2009).

By comparison, as AI becomes unavoidably integrated into prod-

ucts and services in private, commercial, working, and public contexts,

human-AI interactions become increasingly difficult to avoid. Because

AI is often a necessary step toward a solution, people may even vol-

untarily purchase and interact with AI-driven products and services.

4.4 | More private

Contact in the private sphere is likely to be more effective than in the

public sphere. In the public sphere, people may be more defensive of

their attitudes and ideological positions (Lambert et al., 1996), and

more likely to conform to prejudices (Levitan & Verhulst, 2016). Since

prejudices are prevalent in the general public and society, people in

public settings may reiterate them to socially signal adherence to

group norms (Crandall et al., 2002). Although certain types of inter-

group contact have become more common, such as cross-group

friendships and interracial marriages, their prevalence remains limited

due to ongoing social, cultural, and structural barriers (Killen

et al., 2022; Pew Research Center, 2017). As a result, people rarely

interact with outgroup members (as compared to ingroup members) in

private spheres like the home.

In contrast, consumers usually interact with certain AI applica-

tions like intelligent personal assistants in the private sphere

(McLean & Osei-Frimpong, 2019), including when they are alone at

home or more intimate social get-togethers, thereby circumventing

the social influences that typically impede public contact from effec-

tively reducing prejudice.

4.5 | More non-judgmental

The concern or anticipation of being negatively evaluated

(i.e., intergroup anxiety) is one main barriers to both intergroup con-

tact and prejudice reduction (Plant & Devine, 2003; Stephan, 2014).

Firstly, ingroup members may be concerned about being perceived as

prejudiced by outgroup members, and about making mistakes or

offending them during a first encounter. Second, contact with out-

group members may threaten ingroup members’ social identities and

distinctiveness and increase their expectation that they will be disap-

proved by other ingroup members due to social norms against contact

(Stephan, 2014).

AI is generally viewed as being less capable of social judgment

than humans (Holthöwer & van Doorn, 2022; Kim et al., 2022; Pitardi

et al., 2021). Thus, interactions with AI provide less socially

judgmental-seeming exposures that can ease the user into the idea of

outgroup interactions. Consumers’ interactions with counter-

stereotypical AI can mitigate people’s intergroup anxiety, as users

become increasingly familiar and comfortable with the outgroup in

low-judgment settings. Synthetic contact with AI is also not associ-

ated with the same risks of social identity threat and social norm viola-

tions, as compared to human contact.
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4.6 | More collaborative

Stronger prejudice reduction occurs when the following conditions are

met: (1) equal status between the groups, (2) common goals, (3) inter-

group cooperation, and (4) institutional support, i.e., when positive

intergroup interactions are endorsed by institutions or social norms

(Allport, 1954). Yet there is often a substantial gap between the ideal-

ized forms of contact studied by social psychologists and the everyday

interactions that characterize most normal encounters between groups

(Dixon et al., 2005). Equal status is undermined by socio-economic

inequalities and discrimination. The pursuit of common goals is hin-

dered by divergent interests and brief, superficial interactions. And

cooperation between groups is weakened by competitive environments

in education and workplaces. These forces conspire to impede the ideal

conditions for prejudice reduction in real-world settings.

In contrast, AI systems have a better chance of meeting all four

conditions. Since providers that offer counter-stereotypical AI thereby

endorse their products and services, the fourth condition is fulfilled

through the very act of offering counter-stereotypical AI products or

services to users. The other three conditions can be met for several

types of AI that play a more collaborative role. Consider, for example,

the use of AI in education. Some of the latest educational bots, like

Kahn Academy’s Khanmigo, do not simply answer user queries but

socratically guide them toward learning insights. The AI thereby plays

an equal agentic role in the learning process, setting intermediate and

long-term goals with the learner, and collaborating with them toward

achieving those goals (conditions 1–3). Similarly, there are various

commercial software applications labeled ‘copilots’—such as those

offered by Microsoft, Semrush, Salesforce, and Ford—that perform

similar collaborative roles, making these interactions conducive to

prejudice reduction.

4.7 | More need-satisfying

The final opportunity relates to consumers’ need satisfaction. Need

satisfaction has been shown to shape human perceptions of social

interactions, and to contribute toward the success of close relation-

ships and conflict reduction between groups (Kreienkamp et al., 2023;

Paolini et al., 2024). Thus, positive contact effects and prejudice

reduction are more likely to arise and last when needs are satisfied

(Hässler et al., 2022; Kreienkamp et al., 2023). However, intergroup

interactions often do not fulfill the personal and social needs of the

people involved (e.g., belongingness, affirmation, respect, empower-

ment), undermining positive contact effects (Dovidio et al., 2017). This

failure to meet needs can stem from several countervailing forces,

including power and socio-economic imbalances, preexisting biases,

lack of shared experiences, competitive environments, and short-term

interactions. In short, several barriers prevent positive and lasting

intergroup interactions.

In contrast, AI systems can fulfill a variety of cognitive and affec-

tive consumer needs (Hermann, 2022; Huang & Rust, 2024; Puntoni

et al., 2021). AI is typically designed and deployed in a human-centric,

need-aware manner, given AI providers’ and companies’ natural moti-

vation to satisfy customers and thereby attract and retain them

(Human & Watkins, 2023). Consumer need satisfaction by AI leads to

user satisfaction (Xie et al., 2024), which may positively shape the

experience and appraisals of AI. Likewise, greater need satisfaction by

AI could translate into more effective prejudice reduction.

5 | IMPLEMENTATION CONSIDERATIONS

For counter-stereotypical AI to have its intended societal effects and

not inadvertently reproduce and perpetuate prejudices and intergroup

biases, it is important that it be implemented in a manner that is mind-

ful of subtyping and tokenism, timing, heterogeneous populations,

and preservation of free speech.

5.1 | Subtyping and tokenism

AI providers aiming to counter prejudice through AI need to establish

counter-stereotypicality by design across all of their AI products and

services, instead of equipping just single products and services with

counter-stereotypical attributes. Thereby, AI providers avoid ‘subtyp-
ing’, wherein people perceive single counter-stereotypical AI products

or services to be exceptions to the rule, and dissociate these instances

from the broader category of products and services (Hutter &

Crisp, 2005; Kunda & Oleson, 1995). For instance, a warm and

friendly male customer greeting robot will stand out and could be con-

sidered an exception if all other friendly customer service robots ste-

reotypically convey the female gender.

A related undesirable outcome is perceived ‘tokenism’, in which

certain stereotyped groups like Black and Brown characters are seen as

existing only to support the role of White protagonists (Podoshen

et al., 2021). By contrast, implementing consistent counter-stereotypical

design across all offerings provides a meaningful representation of

social groups and enhances ‘spill-over effects’, wherein prejudice

reduction for one instance generalizes readily to other offerings within

the portfolio instead of being compartmentalized (Tausch et al., 2010).

5.2 | Timing

Implementation timing can affect the AI’s impact as well. First, an early

implementation of counter-stereotypical AI allows for the longer,

repeated contact that is needed for prejudices to be revised. However,

early implementation of counter-stereotypical AI could exacerbate prej-

udices if the technology is insufficiently ripe or tested to satisfy needs

and create positive contact. AI providers should be particularly careful

in ensuring that counter-stereotypical AI is fail-proof (as via thorough

prototyping) before implementing it at scale, given that such AI is more

likely to be noticed, scrutinized, and moralized by consumers.

Second, first movers on a societal issue like prejudice can appear

genuinely committed to the issue, while followers can be perceived as

HERMANN ET AL. 7
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less committed (Nam et al., 2023; Silver et al., 2021). Even so, AI pro-

viders may have good reasons for delaying the implementation of

counter-stereotypical AI, as when a given social category is highly divi-

sive in culture. In these situations, they can provide a response now in

which they promise a well-measured action plan later, thereby showing

that they are responsive enough to care while increasing perceptions of

effort (Jago & Laurin, 2019) and ethicality (De Kerviler et al., 2022).

5.3 | Heterogenous consumer groups

Counter-stereotypical examples work by both revising stereotypes

(the cognitive processes) and emotional reactions (the affective pro-

cesses). Yet, consumers may have different predispositions toward

cognitive and affective processing styless (Cacioppo & Petty, 1982;

Maio & Esses, 2001). For instance, some consumers may hold stereo-

types even while evincing positive emotions and favorability toward

outgroups, whereas others may not hold stereotypes but show nega-

tive emotions and unfavorability.

Given this potential heterogeneity and the challenge of foresee-

ing which types of prejudice are most likely in any given encounter,

the best ‘blanket approach’ is for counter-stereotypical AI to engage

both types of processes. For example, a female customer service bot

should answer technical questions in both a competent and empa-

thetic way, whereas a black male AI tutor should be both highly

knowledgeable and approachable. In these ways, AI not only leads to

cognitive recategorization of the underlying stereotypes but does so

while dampening intergroup anxiety and elevating empathy.

5.4 | Preservation of free speech

A final significant ethical concern with the use of AI to counteract ste-

reotypes is the potential of efforts to end in a ‘slippery slope’ toward

imposition on freedom of speech. Counter-stereotypical AI should not

go so far as to suppress dissenting or traditional opinions or coerce uni-

formity of thought, especially since (i) many social issues may have

nuances that AI systems may not anticipate, (ii) minority voices may be

easily marginalized (Mohamed et al., 2020), and (iii) different cultures

may have different values that may conflict with the intended values of

those who design counter-stereotypical AI. Maintaining the balance

between counter-stereotypicality and openness is crucial for protecting

freedom of speech, which includes the right to voice perspectives (even

those that are stereotypical or unpopular), as long as they do not incite

harm or discrimination. Likewise, providers and platforms should strive

to preserve the rights of countries to choose the values that they uphold,

provided these do not violate internationally agreed-upon human rights.

6 | CONCLUSION

Since “the world has no shortage of challenges to address” (Chandy

et al., 2021, p. 7) – prejudices including gender stereotypes and hate

speech among them – consumer psychologists and practitioners

should make their contributions toward addressing these challenges.

In this context, psychologically informed AI design offers unprec-

edented opportunities to attain socially good outcomes and enhance

social welfare (Morewedge et al., 2023; Valenzuela et al., 2024). Here,

we illustrate the opportunity for reducing the cognitive and affective

drivers of prejudice by using counter-stereotypical AI, explain why this

technology is uniquely suited for this purpose, and provide implemen-

tation considerations for achieving this goal effectively.

Zooming out, more than 50 years ago, Kotler and Zaltman (1971)

raised the question whether marketing concepts and techniques could

be effectively applied to promote social objectives. Since then, social

marketing has achieved many successes (Kotler, 2011). The current

work takes inspiration from the view that new technology, in this

case, AI, can also turbocharge tackling social objectives—especially

those that are stubbornly resistant to human interventions alone, like

societal prejudice. As with all grand challenges, there are no free or

effortless solutions—counter-stereotypical AI will sometimes imply

difficult short-term trade-offs between “doing well” and “doing
good.” Yet, we are convinced that mindful and careful implementation

can soften these tradeoffs.
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