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A preregistered audit of 600 images by generative AI across 150 different prompts explores the link 
between humor and discrimination in consumer-facing AI solutions. When ChatGPT updates images 
to make them “funnier”, the prevalence of stereotyped groups changes. While stereotyped groups for 
politically sensitive traits (i.e., race and gender) are less likely to be represented after making an image 
funnier, stereotyped groups for less politically sensitive traits (i.e., older, visually impaired, and people 
with high body weight groups) are more likely to be represented.

Recent years have witnessed two major trends. The first is the increasing use and availability of generative 
artificial intelligence (AI) commercial systems (e.g., ChatGPT, Gemini). By early 2023, for example, it was 
estimated that OpenAI’s ChatGPT had accumulated over 100 million monthly users1. The second trend is the 
enhanced interoperability between generative AI models, whereby large language models (LLMs) and image 
generators can readily communicate to generate or modify images. For example, a user might type a prompt into 
ChatGPT like: “Create an image of someone reading a book.”. The LLM GPT4 processes this prompt and expands 
it into a much more detailed prompt: “An image of a person sitting in a cozy, well-lit room, deeply engrossed in 
reading a book. They are comfortably seated in an armchair with a warm blanket draped over their legs. The room 
is filled with soft, ambient lighting, creating a serene atmosphere…” that is used to guide the text-to-image model 
DALL-E3 to generate an image.

How do AI models communicate and what are the potential consequences of these interactions? In this 
research, we explore these questions by examining how text-to-image generators and LLMs interact to create 
images. Specifically, through a preregistered audit of 600 images created by a commercial generative AI, we find 
that using ChatGPT to update images by making them “funnier” increases the prevalence of some stereotyped 
groups: people with high body weight2, older, and visually impaired. Our results suggest that these observed 
biases are primarily attributable to the text-to-image model rather than the language model.

We study the intersections between AI image generation, bias, and humor for both theoretical and substantive 
reasons. First, to our knowledge, no research has examined humor and bias in the context of AI-generated 
images. Research on the relationship between humor and prejudice is a large area of study in psychology, 
sociology, and communication3–5. A common finding of this literature is that humor can reinforce prejudice 
and stereotypes. Indeed, prior work has shown that humor can perpetuate prejudiced attitudes by normalizing 
derogatory stereotypes and facilitating their expression in socially acceptable ways6–9. For instance, Bill and 
Naus found that humorously framing sexist incidents increased the acceptability of sexism10. Similarly, Katz 
and Wing-Paul found that humorously insulting people with intellectual disabilities increased the acceptability 
of ableism and decreased participants’ likelihood of confronting the insulter11. As such, humor could act as a 
window into whether generative AI can exacerbate prejudice and stereotypes, carrying both theoretical and 
practical implications.

While it is true that some types of humor, like satirical humor, can also undermine stereotypes by exposing 
the absurdity of prejudiced beliefs and encouraging audiences to question and reject harmful stereotypes12–14, 
here we explore a form of humor that is more likely to exacerbate prejudices. Specifically, we ask whether asking 
generative AI to “make images funnier” is more likely to give rise to groups that are typically the target of 
prejudice, e.g., the initial image is a man with average weight, whereas the ‘funnier’ image is a man with high 
body weight. Because the target of the humor is the traditionally prejudiced group, this instance of humor can 
reinforce harmful stereotypes about, say, high body weight individuals. This, in turn, can perpetuate prejudice 
against such people, such as fatphobia, contributing toward real-world discrimination and social exclusion. In 
short, the humor is most likely to be interpreted as “punching down”, making fun of a group that already faces 
prejudice, rather than “punching up”, targeting systems of power or shared human experiences that marginalize 
these groups15,16.

Second, whereas considerable efforts have been made to mitigate bias from algorithms in two dimensions 
(race and gender)17–21, we find evidence of bias in other dimensions that might have been overlooked (i.e., 
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people with high body weight, older, and visually impaired groups). As such, our research is one of the first to 
raise awareness of new forms of bias that arise from the interactions between LLMs and text-to-image models.

Method
The audit study was preregistered (https://aspredicted.org/WZB_WG9) and all data and code are publicly 
available (https://osf.io/MR5SU/). We carried out an audit of 600 images created by a commercial generative AI 
model. We collected data over two stages, with the help of four research assistants (RAs) blind to our research 
question.

In the first stage, two RAs were given the same set of 150 text prompts (describing a human carrying out an 
action) to manually input into the generative AI (each RA had a unique account), resulting in 150 images per 
RA. After generating the first set of images, the RAs modified the images by asking the model to make them 
“funnier”—Fig. 1. This resulted in a second set of 150 images, resulting in 600 images total.

Importantly, to determine whether potential biases arose due to the LLM or text-to-image model, we also 
collected the detailed textual descriptors internally generated by GPT4 to guide DALL-E3 for image creation, 
given that, as we note above, it generates its own more detailed prompt for image generation. This was done by 
asking GPT4 “What prompt did you use to generate this image?” for each pair of images, resulting in a total of 
600 internal prompts.

Fig. 1.  Generative AI Image Creation. The images were generated using ChatGPT. A textual prompt is 
processed by the LLM GPT-4 to create an internal representation of the image that needs to be generated. This 
representation includes details about the layout, color scheme, and other visual elements that align with the 
textual description. Once the internal representation is ready, the image generator DALL-E3 uses an image-to-
text model to produce the image.
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Per our preregistration, we excluded images that met our exclusion criteria to ensure the reliability of our 
coding. We excluded images that featured non-human entities (e.g., animals) or more than one human. If a 
trait(s) was not discernible from an image, we excluded the image only for the measure of bias that could not be 
determined from the image. For example, if an image depicted a female but their race could not be determined, 
we excluded the image for the race measure but retained it for the gender measure.

In the second stage, two separate, hypothesis-blind research assistants participated in a qualitative coding 
task. They dummy coded (1, 0) the set of images across five dimensions: race (White, Black, Asian, Hispanic), 
gender (male or female), eyesight (no glasses or glasses), bodyweight (low body weight or high body weight), 
and age (young/middle- or old-aged). After completing the qualitative coding task, RAs met to resolve any 
disagreements.

Results
We analyzed the data using three analyses: (1) an equal-weighted omnibus bias analysis, (2) a severity-weighted 
omnibus bias analysis, and (3) trait-specific bias analyses. The omnibus and severity-weighted analyses allowed 
us to capture the overall presence and magnitude of bias across all dimensions in generative AI output, whereas 
the trait-specific bias analyses allowed us to capture the presence and magnitude of bias in specific dimensions 
(e.g., race, gender, bodyweight).

The equal-weighted omnibus bias estimate was computed using a pre-established coding scheme. For each 
dimension, we determined if there was bias toward stereotyping across the two images (coded as 1, e.g., White 
→ minority), away from it (coded as -1, e.g., minority → White), or no bias (coded as 0, e.g., White → White, 
or minority → minority). Results of the equal-weighted omnibus bias analysis revealed a mean bias toward 
stereotyping in the AI-generated images (M = 0.39, SE = 0.05, t(264) = 7.25, 95% CI [0.286, 0.499], p < 0.001, 
d = 0.45).

The severity-weighted omnibus bias estimate was similar but computed based on a pretest (N = 300, recruited 
from Prolific; Mage = 39; 50% female; 67% White). The pretest asked participants how much they thought policy 
makers should be concerned about bias toward the groups we were examining: “In your opinion, how much 
should policy makers be concerned about discrimination towards [group]” (0 = “not at all”, and 100 = “a great 
deal”). We created this estimate because recent polls have shown that Americans weigh certain biases (e.g., racial 
bias towards Black vs. Asian people) differently22. These weights were used to compute a weighted bias measure 
across the five dimensions. For instance, if participants rated concern about discrimination towards women 
an 80 out of 100 and towards men a 20 out of 100, then the weights would be 0.8 and 0.2, respectively. The 
bias towards gender stereotyping (female → male) would then be coded as 0.6 (0.8–0.2). We acknowledge that 
alternative methods (e.g., prior research, expert opinion) could be used to capture the severity of different biases; 
we chose the current approach to gain a sense of the general public’s concern, since members of the public are 
users of the technology and a key stakeholder for both generative AI companies and policy makers. Importantly, 
our main findings remain consistent even when not applying these weights. Indeed, just like the equal-weighted 
analysis, we found a mean bias toward stereotyping in AI-generated images in the severity-weighted omnibus 
bias analysis (M = 0.09, SE = 0.01, t(264) = 8.65, 95% CI [0.0729, 0.116], p < 0.001, d = 0.531).

To identify the presence of bias across specific dimensions, we estimated four preregistered multilevel logistic 
regression models. Specifically, we regressed the presence of each trait (coded as a binary variable) on the image 
version (original vs. funnier), including prompt as a random intercept (Table 1). Due to complete separation in 
the multilevel logistic regression for the bodyweight dimension, we used an OLS regression with robust standard 
errors clustered by prompt. We found significant differences between the two sets of images (first and funnier 
version) for all dimensions. The bias was strong and in the predicted direction for the dimensions of age (β = 2.93, 
SE = 0.62, z = 4.74, 95% CI [1.72, 4.14], p < 0.001), bodyweight (β = 0.095, SE = 0.018, t(523) = 5.19, 95% CI 
[0.059, 0.13], p < 0.001), and eyesight (β = 2.83, SE = 0.42, z = 6.69, 95% CI [2.00, 3.65], p < 0.001) dimensions. 
However, we found the opposite effect for the race (β = − 1.32, SE = 0.52, z = − 2.53, 95% CI [− 2.34, − 0.30], 
p = 0.011) and gender (β = -0.88, SE = 0.38, z = − 2.28, 95% CI [− 1.63, − 0.12], p = 0.022) dimensions—Fig. 2a. 
So, prompting the model to make the image funnier led to older, heavier, and more visually impaired subjects, 
but fewer minority race and female subjects.

We speculate that this surprising trend might be related to relative differences in the political sensitivity 
of biases across different dimensions. To provide initial evidence for this argument, we created a “political 
sensitivity” dummy variable based on a separate group of participants’ responses in a preregistered study (N = 100, 
recruited from Prolific; Mage = 40; 55% female; 67% White; https://aspredicted.org/WR4_X6H). Specifically, we 
asked participants to indicate how concerned they believed businesses would be if they were accused of bias 

Race Gender Bodyweight Eyesight Age

Funnier
− 1.32* −  0.88* 0.095*** 2.83*** 2.93***

(0.52) (0.38) (0.018) (0.42) (0.62)

Intercept
− 2.61*** − 2.91*** 0.00 − 3.63*** − 4.77***

(0.26) (0.44) (0.00) (0.45) (0.69)

Observations 491 515 525 462 509

Table 1.  Regression results examining the effect of making an image funnier on the presence of several traits 
(race, gender, eyesight, bodyweight, age). Standard errors in parentheses. Significance levels: *** p < 0.001, ** 
p < 0.01, * p < 0.05.
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against different kinds of groups (e.g., based on racial or bodyweight): “In your opinion, how concerned would 
businesses be if they were accused of [group] bias?” (0 = “not at all concerned” and 100 = “very concerned”).

Consistent with prior research on prejudice and stereotyping23–26, we predicted that participants would 
indicate businesses are more concerned about accusations of racial and gender bias than biases related to age, 
bodyweight, or eyesight. We focused on participants’ perceptions of how concerned businesses would be, 
rather than on their own beliefs or that of society, under the assumption that companies offering generative 
AI are most likely to respond to consumers’ perceptions of the company. As such, companies may prioritize 
correcting politically sensitive biases (race and gender) due to higher perceived risks of public backlash or legal 
repercussions, while inadvertently neglecting less politically sensitive biases (age, bodyweight, and eyesight).

As predicted, we found that bias based on race and gender (M = 80.00) was rated as much more politically 
sensitive than bias based on age, bodyweight, or eyesight (M = 61.20; β = 18.80, SE = 1.84, t(399) = 10.25, 95% CI 
[15.20, 22.40], p < 0.001). This effect remained significant when controlling for participants’ self-reported race, 
gender, and age (β = 18.80, SE = 1.83, t(399) = 10.25, 95% CI [15.20, 22.40], p < 0.001). Based on these results, we 
then conducted an additional (not preregistered) analysis on the image data. In this analysis, the race and gender 
dimensions were coded as “politically sensitive,” and the bodyweight, eyesight, and age dimensions were coded 
as “not politically sensitive.” We modeled the interaction between political sensitivity and our focal independent 
variable (making the image funnier) by estimating a multilevel logistic regression. Specifically, we regressed the 
presence of each trait on the image version (original vs. funnier), political sensitivity (politically sensitive vs. 
not politically sensitive), and their interaction. We included prompt as a random intercept. As predicted, we 
found a significant interaction between political sensitivity and image version on minority group representation 
(β = 3.67, SE = 0.42, z = 8.79, 95% CI [2.85, 4.49], p < 0.001). Whereas politically sensitive groups were less likely 
to be represented after making an image funnier (β = − 1.00, SE = 0.30, z = − 3.38, 95% CI [− 1.58, − 0.42], 

Fig. 2.  Percentage of Minority Groups Represented. (a) The percentage of minority groups (visually impaired, 
older, people with high body weight, racial minorities, female) represented before and after making the images 
funnier. Error bars represent standard errors of proportions. (b). The percentage of politically sensitive (racial 
minorities and female) and non-politically sensitive (visually impaired, people with high body weight, and 
older) groups represented after making the images funnier. Error bars represent standard errors of proportions. 
Politically sensitive groups were less likely to be represented after making the images funnier, whereas non-
politically sensitive groups were more likely to be represented after making the images funnier.
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p < 0.001), non-politically sensitive groups were more likely to be represented after making an image funnier 
(β = 2.67, SE = 0.29, z = 9.07, 95% CI [2.09, 3.24], p < 0.001)—Fig. 2b.

Finally, to determine whether the bias originated from the language model or text-to-image model, we carried 
out an additional analysis that examined the presence of textual descriptors along the five bias dimensions in the 
textual prompts that GPT4 sent to DALL-E3 (obtained by asking GPT4, “What prompt did you use to generate 
this image?”). We did not find evidence of bias in the language model in this additional analysis except for in 
the eyesight dimension (χ2(1) = 34.04, p < 0.001), whereby the proportion of the word “glasses” was higher in 
the updated textual descriptors (17.74% vs. 2.26%). By a process of elimination, this suggests that most of the 
bias in the images originates from the image model, not the language model. This pattern is consistent with 
researchers’ and commentators’ remarks about the greater difficulty of assessing bias in image as opposed to 
language models27,28.

Discussion
Taken together, our research shows that using ChatGPT to update images by making them “funnier” increases 
the prevalence of certain stereotyped groups, while decreasing the prevalence of others. Specifically, we find 
evidence of bias against minorities for less politically sensitive dimensions (age, bodyweight, and eyesight) and 
evidence against majorities for more politically sensitive dimensions (race and gender). The presence of bias 
against older, heavier and visually impaired people is concerning since past work in psychology and sociology 
has shown that such forms of ‘punching down’ humor can exacerbate stereotypes5,29 and the downstream 
prejudices of fat shaming, ageism, and ableism. Whereas practitioners have made considerable efforts to mitigate 
algorithmic biases related to race and gender, biases across other dimensions—such as age, body weight, and 
disability—have received less attention. With that said, a growing body of research has begun exploring these 
areas30–33. For instance, Herold et al. assessed disability bias in pre-trained natural language processing (NLP) 
models underlying AI-based assistive technologies, finding significant associations of disability with lower 
warmth and competence32. Similarly, Arseniev-Koehler and Foster investigated how machine learning models 
internalize societal schemas related to body weight, revealing biases against individuals with high body weight30. 
Our work contributes to this emerging literature by identifying similar patterns of biases in AI-generated images 
arising from interactions between LLMs and text-to-image models.

It is challenging to determine the cause of these findings. Since humans are known to exhibit bias on all 
dimensions, one possibility is that app makers, through their efforts (e.g., dataset curation, fine-tuning, and 
filtering), have selectively corrected for racial and gender bias. These particular minority groups might garner 
more attention and advocacy because they are more salient in Western society, for historical, cultural, and 
political reasons34. If this interpretation is correct, then LLMs trained on corpora in other languages may exhibit 
different patterns of bias. For example, we should expect LLMs that generate images based on prompts in Hindi 
to be more corrected against biases against Muslims (the largest religious minority in India), given the more 
salient tension between Hindus and Muslims in India.

Although we document a new pattern of bias in generative AI, our results raise several implications and 
directions for future research. Notably, we observed significant underrepresentation of discriminated groups 
in the original images before any modifications were made. For example, the baseline proportions of high 
body weight and female individuals featured in the original images were 0% and 9.80%, respectively—a severe 
underestimation of the national averages of 73.60%35 and 50.50%36. Such underrepresentation is itself a bias 
in AI-generated images that could be just as problematic as the biases introduced when making the images 
“funnier”. This lack of representation may perpetuate stereotypes by reinforcing default assumptions about what 
is normal or representative of society (e.g., white men of low body weight), making other traits seem less normal 
and representative37.Thus, we encourage future research to investigate whether such underrepresentation is 
observed across different AI models and to address whether the absence of certain groups leads to increased 
stereotyping or perpetuation of default assumptions.

We also encourage future research to directly examine whether specific image features (e.g., complexity, 
spatial composition, lighting) systematically change after modifying the images. For instance, the modified 
image in Fig. 1 is more colorful, cartoon-like, and complex than the original. Are such image transformations 
systematic and, if so, do they further perpetuate stereotypes—say, by enhancing the negative impact of the 
humorized depiction of a stereotyped group? Are attitudes toward certain groups more affected by such image 
transformations than others? While these questions are not the primary focus of the current research, we believe 
that they merit a formal investigation.

Finally, our findings open avenues for future research to explore the downstream consequences of our findings. 
As we noted, while prior studies suggest that humor can exacerbate stereotypes and prejudices7–9, other work 
indicates the opposite—that humor can challenge and even undermine stereotypes12–14. For instance, Zimbardo 
posits that humor can challenge stereotypes toward Muslim communities by highlighting the absurdity of these 
stereotypes14. Similarly, Borgella et al. find that humor can mitigate prejudice by reducing anxiety in interracial 
interactions and fostering dialogue between different racial groups12. We have pointed out why in this case 
the absurd, cartoon-like images produced when making an image “funnier” are more likely to reinforce than 
undermine stereotypes, although this remains an empirical question.

Ultimately, since these generative models are widely utilized for many purposes, and because their potential 
to perpetuate prejudice is extended through increasing interoperability, we believe all dimensions of prejudice 
deserve attention and advocacy from the public, policymakers and corporations. Stakeholders can strive for 
balance in all dimensions, rather than bias in any direction.
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Data availability
All data and code are publicly available (https://osf.io/MR5SU/).
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